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To generate predictive data about aggregate crime throughout the county, we turned to a logistic regression model, specifically polynomial regression. From the data we compiled for February of 2017 through November of 2023, we found the best method to be to sort each crime instance into one month bins, displaying the total number of crimes occurring in any given month. This process required extensive effort to clean up and process the initial data, but the result was a scatter plot, showing the total number of instances of crime for each month in the specified period. The subsequent task was to fit this data to a curve. To avoid a polynomial that would overfit or underfit the data, we ran the regression calculation using 80% of the data as training data for every degree of polynomial, from 1 (a line) to 20 to determine which generated the lowest mean absolute error with the remaining 20% of the data, used as testing data. Ultimately, the degree 13 polynomial was found to generate the lowest error. However, (include details of after month of November is completed).

An identical process was done with various types of crime. After separating homicides into their own DataFrame, we performed the same regression analysis. This time, due to the lack of correlation between time and number of monthly homicides, the best fit was a line, and did not reflect the data well.